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Abstract

For a finite commutative ring $\mathbb{Z}_n$ with identity $1 \neq 0$, the zero divisor graph $\Gamma(\mathbb{Z}_n)$ is a simple connected graph having vertex set as the set of non-zero zero divisors, where two vertices $x$ and $y$ are adjacent if and only if $xy = 0$. We find the normalized Laplacian spectrum of the zero divisor graphs $\Gamma(\mathbb{Z}_n)$ for various values of $n$ and characterize $n$ for which $\Gamma(\mathbb{Z}_n)$ is normalized Laplacian integral. We also obtain bounds for the sum of graph invariant $S^*_\beta(G)$-the sum of the $\beta$-th power of the non-zero normalized Laplacian eigenvalues of $\Gamma(\mathbb{Z}_n)$.
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1. Introduction

In this paper, we consider only connected, simple and finite graphs. A graph is denoted by $G(V(G), E(G))$, where $V(G) = \{v_1, v_2, \ldots, v_n\}$ is its vertex set and $E(G)$ is its edge set. The order of $G$ is $|V(G)| = n$ and its size is $|E(G)| = m$. The set of vertices adjacent to $v \in V(G)$, denoted by $N(v)$, refers to the neighborhood of $v$. The degree of $v$, denoted by $d_G(v)$ (we simply write $d_v$ if it is clear from the context) means the cardinality of $N(v)$. A graph is called regular if each of its vertices has the same degree. The adjacency matrix $A = (a_{ij})$ of $G$ is a $(0, 1)$-square matrix of order $n$ whose $(i, j)$-entry is equal to 1, if $v_i$ is adjacent to $v_j$ and equal to 0, otherwise. Let $\text{Deg}(G) = \text{diag}(d_1, d_2, \ldots, d_n)$ be the diagonal matrix of vertex degrees.
\[ d_i = d_G(v_i), \ i = 1, 2, \ldots, n \] associated to \( G \). The matrices \( L(G) = \text{Deg}(G) - A(G) \) and \( Q(G) = \text{Deg}(G) + A(G) \) are respectively the Laplacian and the signless Laplacian matrices and their spectrum are respectively the Laplacian spectrum and signless Laplacian spectrum of the graph \( G \). These matrices are real symmetric and positive semi-definite and are well studied.

The normalized Laplacian introduced by Chung [7] to study random walks, is denoted by \( L(G) \) and is defined as \( L(G) = \text{Deg}(G)^{-\frac{1}{2}} L(G) \text{Deg}(G)^{-\frac{1}{2}} = I_n - R_G \), where \( \text{Deg}(G)^{-\frac{1}{2}} \) is the diagonal matrix whose \( i \)-th diagonal entry is \( \frac{1}{\sqrt{d_i}} \). Note that \( L(G) \) is real symmetric positive semidefinite matrix. We order the normalized Laplacian eigenvalues of \( L(G) \) as \( 0 = \lambda_1(L) \leq \lambda_2(L) \leq \cdots \leq \lambda_n(L) = 2 \). In certain situations normalized Laplacian is a natural tool that works better than adjacency and Laplacian matrices. More literature about \( L(G) \) can be found in [5, 10] and references therein.

The degree Kirchhoff index [9] of a graph is defined as

\[
Kf^*(G) = \sum_{v_i \sim v_j \subseteq V(G)} d(v_i)d(v_j)R(v_i, v_j),
\]

where \( R(v_i, v_j) \) is the effective resistance distance between the vertices \( v_i \) and \( v_j \) in an electrical network.

Burcu and Durmuş [3] defined the graph invariant \( S^*_\beta(G) \)-the sum of the \( \beta \)-th power of the non-zero normalized Laplacian eigenvalues of a connected graph \( G \) as

\[
S^*_\beta(G) = \sum_{i=1}^{h} \lambda_i^\beta,
\]

where \( h \) is the number of non zero normalized Laplacian eigenvalues of \( G \). If \( \beta = 0 \), we get \( S^*_0(G) = n \) and for \( \beta = 1 \), we have \( S^*_1(G) = Tr(L(G)) = n \). To avoid trivialities, we assume \( \beta \neq 0, 1 \), in particular for \( \beta = -1 \), we obtain \( S^*_{-1}(G) = \sum_{i=1}^{n} \frac{1}{\lambda_i} \). This implies that \( 2mS^*_{-1}(G) = Kf^*(G) \), where \( Kf^*(G) = 2m \sum_{i=1}^{n-1} \frac{1}{\lambda_i} \) is the degree Kirchhoff index of \( G \). The general Randić index of \( G \), denoted by \( R_\beta(G) \), is defined by \( R_\beta(G) = \sum_{v_i \sim v_j} (d(v_i)d(v_j))^\beta \). Since \( S^*_2 = \text{Trace}(L^2) \), so the relation between \( S^*_\beta(G) \) and \( R_\beta(G) \) as given in [20] is

\[
S^*_\beta(C) = n + 2 \sum_{v_i \sim v_j} \frac{1}{d(v_i)d(v_j)} = n + 2R_{-1}(G).
\]

For more information about \( R_{-1}(G) \) and its importance to the normalized Laplacian eigenvalues, see [5] and references therein.

Let \( R \) be a commutative ring with multiplicative identity \( 1 \neq 0 \). A non-zero element \( x \in R \) is called a zero divisor of \( R \) if there exists a non-zero \( y \in R \) such that \( xy = 0 \). The zero divisor graphs of commutative rings were first introduced by Beck [2]. In the definition he included the additive identity and was interested mainly in coloring of commutative rings. Later Anderson and...
Livingston [1] modified the definition of zero divisor graphs and excluded the additive identity of the ring in the zero divisor set. Zero divisor graph has vertex set as the set of non-zero zero divisors, in which two vertices \( x \) and \( y \) are joined by an edge if and only if \( xy = 0 \). The zero divisor graph is of order \( N = n - \phi(n) - 1 \) and size \( M \), where \( \phi \) is Euler’s totient function. Some related results can be seen in [6, 13, 14, 15, 16, 17, 19].

If \( G \) is any graph, we write \( Spec(G) \) for the spectrum of \( G \) which contains its eigenvalues including multiplicities. We use standard notation, \( K_n, K_{a,b} \), for complete graph, bipartite graph. Other undefined notations and terminology can be found in [8, 11, 12].

The rest of the paper is organized as follows. In Section 2, we obtain the normalized Laplacian spectrum of the zero divisor graph \( \Gamma(\mathbb{Z}_n) \) for various values of \( n \in \{pq, p^2q, p^3, p^4\} \) and show that \( \Gamma(\mathbb{Z}_{pq}) \) is normalized Laplacian integral. In Section 3, we find the bounds for \( S_\beta^*(G) \) and as consequences we obtain bounds for degree Kirchhoff index of \( \Gamma(\mathbb{Z}_n) \). We have used computational software Wolfram Mathematica for computing approximate eigenvalues and characteristic polynomials of various matrices.

2. The normalized Laplacian spectrum of \( \Gamma(\mathbb{Z}_n) \)

**Definition 1.** Let \( G(V,E) \) be a graph of order \( n \) having vertex set \( \{1,2,\ldots,n\} \) and \( G_i(V,E_i) \) be disjoint graphs of order \( n_i, 1 \leq i \leq n \). The graph \( G[G_1,G_2,\ldots,G_n] \) is formed by taking the graphs \( G_1,G_2,\ldots,G_n \) and joining each vertex of \( G_i \) to every vertex of \( G_j \) whenever \( i \) and \( j \) are adjacent in \( G \).

This graph operation \( G[G_1,G_2,\ldots,G_n] \) is also called generalized join graph operation [4] and \( G \)-join operation. If \( G = K_2 \), the \( K_2 \)-join is the usual join operation, namely \( G_1 \vee G_2 \). Herein we follow later name with notation \( G[G_1,G_2,\ldots,G_n] \) and call it \( G \)-join.

An integer \( d \) is called a proper divisor of \( n \) if \( d \) divides \( n \), written as \( d|n \), for \( 1 < d < n \). Let \( d_1,d_2,\ldots,d_t \) be the distinct proper divisors of \( n \). Let \( \Upsilon_n \) be the simple graph with vertex set \( \{d_1,d_2,\ldots,d_t\} \), in which two distinct vertices are connected by an edge if and only if \( n|d_i d_j \). If the prime power factorization of \( n = p_1^{r_1} p_2^{r_2} \ldots p_r^{r_r} \), where \( r, n_1, n_2,\ldots,n_r \) are positive integers and \( p_1, p_2,\ldots,p_r \) are distinct prime numbers, the order of the \( \Upsilon_n \) is given by

\[
|V(\Upsilon_n)| = \prod_{i=1}^{r} (n_i + 1) - 2.
\]

This \( \Upsilon_n \) is connected [6] and plays a fundamental role in the present section. For \( 1 \leq i \leq t \), we consider the sets \( A_{d_i} = \{ x \in \mathbb{Z}_n : (x,n) = d_i \} \). We see that \( A_{d_i} \cap A_{d_j} = \emptyset \), when \( i \neq j \), implying that the sets \( A_{d_1}, A_{d_2},\ldots,A_{d_t} \) are pairwise disjoint and partitions the vertex set of \( \Gamma(\mathbb{Z}_n) \) as \( V(\Gamma(\mathbb{Z}_n)) = A_{d_1} \cup A_{d_2} \cup \cdots \cup A_{d_t} \). From the definition of \( A_{d_i} \), a vertex of \( A_{d_i} \) is adjacent [6] to the vertex of \( A_{d_j} \) in \( \Gamma(\mathbb{Z}_n) \) if and only if \( n \) divides \( d_i d_j \), for \( i, j \in \{1,2,\ldots,t\} \).

The following result [19] gives the cardinality of \( A_{d_i} \).

**Lemma 2.1.** \( |A_{d_i}| = \phi \left( \frac{n}{d_i} \right) \), for \( 1 \leq i \leq t \).

The next lemma [6] says that the induced subgraphs \( \Gamma(A_{d_i}) \) of \( \Gamma(\mathbb{Z}_n) \) are either cliques or their complements.
Lemma 2.2. The following hold.
(i) For \( i \in \{1, 2, \ldots, t\} \), the induced subgraph \( \Gamma(A_{d_i}) \) of \( \Gamma(\mathbb{Z}_n) \) on the vertex set \( A_{d_i} \) is either the complete graph \( K_{\phi(n)} \) or its complement \( \overline{K_{\phi(n)}} \). Indeed, \( \Gamma(A_{d_i}) \) is \( K_{\phi(n)} \) if and only if \( n \) divides \( d_i^2 \).
(ii) For \( i, j \in \{1, 2, \ldots, t\} \) with \( i \neq j \), a vertex of \( A_{d_i} \) is adjacent to either all or none of the vertices in \( A_{d_j} \) of \( \Gamma(\mathbb{Z}_n) \).

The following lemma says that \( \Gamma(\mathbb{Z}_n) \) is a generalized join of certain complete graphs and null graphs.

Lemma 2.3. [6] Let \( \Gamma(A_{d_i}) \) be the induced subgraph of \( \Gamma(\mathbb{Z}_n) \) on the vertex set \( A_{d_i} \) for \( 1 \leq i \leq t \). Then \( \Gamma(\mathbb{Z}_n) = \bigvee_n[\Gamma(A_{d_1}), \Gamma(A_{d_2}), \ldots, \Gamma(A_{d_t})] \).

The following important result [18] helps in computing normalized Laplacian eigenvalues of \( G \)-join of graphs. As an application of this result, we compute the normalized Laplacian spectrum of zero divisor graphs \( \Gamma(\mathbb{Z}_n) \).

Theorem 2.4. [18] Let \( G \) be a graph with no isolated vertices and \( V(G) = \{1, 2, \ldots, k\} \), and \( G_i \)'s be \( r_i \)-regular graphs of order \( n_i \) \( (i = 1, 2, \ldots, k) \). If \( G = G[G_1, G_2, \ldots, G_k] \), then normalized Laplacian spectrum can be computed as follows.

\[
\text{Spec}_L(G) = \left( \bigcup_{i=1}^{k} \left( \frac{N_i}{r_i + N_i} + \frac{r_i}{r_i + N_i} (\text{Spec}_L(G_i) \setminus \{0\}) \right) \right) \cup \text{Spec}(C_L(G)),
\]

where

\[
N_i = \begin{cases} 
\sum_{j \in N_G(i)} n_j, & N_G(i) \neq \emptyset, \\
0, & \text{otherwise}.
\end{cases}
\]

and

\[
C_L(G) = (c_{ij})_{k \times k} = \begin{cases} 
\frac{N_i}{r_i + N_i}, & i = j, \\
-\sqrt{\frac{n_i n_j}{(r_i + N_i)(r_j + N_j)}}, & ij \in E(G), \\
0, & \text{otherwise}.
\end{cases}
\] (1)

A graph \( G \) is said to be normalized Laplacian integral if all its normalized Laplacian eigenvalues are integers. The following proposition says when a \( G \)-join graph is normalized Laplacian integral, the proof of which follows trivially from Theorem 2.4.

Proposition 2.5. The \( G \)-join graph \( G[G_1, G_2, \ldots, G_k] \) is normalized Laplacian integral if and only if

\[
\frac{N_i}{r_i + N_i}, \frac{r_i}{r_i + N_i} \in \mathbb{Z} \quad \text{and matrix } C_L(G) \text{ is integral.}
\]
From Theorem 2.4, we observe that, if \( G_i \cong K_i \), then
\[
\frac{N_i}{r_i + N_i} = 1 \quad \text{and} \quad \frac{r_i}{r_i + N_i} = 0.
\]
In this case, \( G = G[G_1, G_2, \ldots, G_k] \) is integral if and only if the matrix \( C_L(G) \) is integral.

Recall that \( \Gamma(\mathbb{Z}_n) \) is a complete graph if and only if \( n = p^2 \) for some prime \( p \). Further the normalized Laplacian spectrum of \( K_\omega \) and \( \overline{K}_\omega \) on \( \omega \) vertices are \( \{0, \left(\frac{\omega}{\omega-1}\right)^{[\omega-1]}\} \) and \( \{0, \omega\} \) respectively. By Lemma 2.2, \( \Gamma(A_{d_i}) \) is either \( K_{\phi(\frac{n}{d_i})} \) or its complement \( \overline{K}_{\phi(\frac{n}{d_i})} \) for \( 1 \leq i \leq t \). So, by Theorem 2.4, out of \( n - \phi(n) - 1 \) number of normalized Laplacian eigenvalues of \( \Gamma(\mathbb{Z}_n) \), \( n - \phi(n) - 1 - t \) of them are known. The remaining \( t \) normalized Laplacian eigenvalues of \( \Gamma(\mathbb{Z}_n) \) will count from the zeros of the characteristic polynomial of the matrix \( C_L(G) \) in (1).

In the following example, we find the normalized Laplacian spectrum with the help of Theorem 2.4.

**Example 1.** Normalized Laplacian eigenvalues of \( \Gamma(\mathbb{Z}_{30}) \).

Let \( n = 30 \). Then \( 2, 3, 5, 6, 10 \) and \( 15 \) are the proper divisors of \( n \) and \( \Upsilon_n \) is the graph \( G_6 : 3 \sim 10 \sim 6 \sim 5 \), \( 10 \sim 15 \sim 2 \) and \( 6 \sim 15 \). Applying Lemma 2.3, we have
\[
\Gamma(\mathbb{Z}_{30}) = \Upsilon_{30}[K_8, K_4, K_2, K_4, K_2, K_2].
\]

Since \( r_i = 0 \) for \( 1 \leq i \leq 6 \) and \((N_1, N_2, N_3, N_4, N_5, N_6) = (2, 11, 3, 2, 14, 1)\), so by Theorem 2.4, the normalized Laplacian spectrum of \( \Gamma(\mathbb{Z}_{30}) \) consists of eigenvalue 1 with multiplicity 15 and the remaining six eigenvalues are given by following matrix
\[
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & -\frac{2}{\sqrt{7}} \\
0 & 1 & 0 & 0 & -\frac{2}{3} & 0 \\
0 & 0 & 1 & -\sqrt{\frac{2}{5}} & 0 & 0 \\
0 & 0 & -\sqrt{\frac{2}{5}} & 1 & -\frac{2}{3}\sqrt{\frac{2}{5}} & -\sqrt{\frac{2}{35}} \\
0 & -\frac{2}{3} & 0 & -\frac{2}{3}\sqrt{\frac{2}{5}} & 1 & -\frac{1}{3}\sqrt{7} \\
-\frac{2}{\sqrt{7}} & 0 & 0 & -\frac{2}{35} & -\frac{1}{3}\sqrt{7} & 1
\end{pmatrix}.
\]

The approximated eigenvalues of above matrix are
\[
\{1.91118, 1.79124, 1.44407, 0.533079, 0.320432, 0\}.
\]

Now, we investigate the normalized Laplacian spectrum of \( \Gamma(\mathbb{Z}_n) \) for \( n \in \{pq, p^2q, p^3, p^4\} \) with the help of Theorems 2.4. Consider \( n = pq \), where \( p \) and \( q \), \( p < q \), are primes. By Lemmas 2.2 and 2.3, we have
\[
\Gamma(\mathbb{Z}_{pq}) = \Upsilon_{pq}[\Gamma(A_p), \Gamma(A_q)] = K_2[K_{\phi(p)}, K_{\phi(q)}] = K_{\phi(p)} \nabla K_{\phi(q)} = K_{\phi(p), \phi(q)}.
\]
Lemma 2.6. The normalized Laplacian spectrum of $\Gamma(\mathbb{Z}_n)$ is $\{0, 1^{p+q-2}, 2\}$.

Proof. Let $n = pq$, where $p$ and $q$, $p < q$, are distinct primes. Then the proper divisors of $n$ are $p$ and $q$, so that $\Upsilon_{pq}$ is $K_2$. Since $r_1 = r_2 = 0$ and $(N_1, N_2) = (q - 1, p - 1)$, so by Theorem 2.4 and equation (2), the normalized Laplacian spectrum of $\Gamma(\mathbb{Z}_n)$ consists of the eigenvalue 1 with multiplicity $p + q - 4$ and the remaining two eigenvalues are given by the matrix

$$\begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix}.$$ 

Lemma 2.7. The normalized Laplacian spectrum of $\Gamma(\mathbb{Z}_{p^2q})$ is

$$\left\{ 0, 1^{p^2+pq-2p-1}, \left(\frac{pq - 1}{pq - 2}\right)^{[p-2]}, x_1, x_2, x_3 \right\}$$

where $x_1 \geq x_2 \geq x_3$ are the non-zero zeros of the characteristic polynomial of the matrix $C_Q(P_4)$.

Proof. Let $n = p^2q$, where $p$ and $q$ are distinct primes. Since the proper divisors of $n$ are $p, q, pq, p^2$, so $\Upsilon_{p^2q}$ is the path $P_4 : q \sim p^2 \sim pq \sim p$. By Lemma 2.3, we have

$$\Gamma(\mathbb{Z}_{p^2q}) = \Upsilon_{p^2q}[\Gamma(A_q), \Gamma(A_{p^2}), \Gamma(A_{pq}), \Gamma(A_p)] = P_4[\overline{K}_\phi(p^2), \overline{K}_\phi(q), \overline{K}_\phi(p), \overline{K}_\phi(pq)].$$

Now, by Theorem 2.4, $\frac{N_1}{r_1 + N_1} = \frac{N_2}{r_2 + N_2} = \frac{N_3}{r_3 + N_3} = 1$ and $\frac{N_4}{r_4 + N_4} = \frac{pq-p}{pq-2}$. The normalized Laplacian spectrum of $\Gamma(\mathbb{Z}_{p^2q})$ consists of the eigenvalue 1 with multiplicity $p^2 + pq - p - 1$, the eigenvalue $\frac{pq-1}{pq-2}$ with multiplicity $p - 2$ and the remaining four eigenvalues are given by the matrix

$$C_Q(P_4) = \begin{pmatrix} 1 & -\sqrt{\frac{p^2-p}{p^2-1}} & 0 & 0 \\ -\sqrt{\frac{p^2-p}{p^2-1}} & 1 & -\sqrt{\frac{q-1}{(p-1)(pq-2)}} & 0 \\ 0 & -\sqrt{\frac{q-1}{(p-1)(pq-2)}} & 1 & -\sqrt{\frac{pq-p-q+1}{pq-2}} \\ 0 & 0 & -\sqrt{\frac{pq-p-q+1}{pq-2}} & 1 \end{pmatrix}.$$ 

For $n = p^2$, we have the following proposition.

Proposition 2.8. Let $n = p^2$, where $p$ is any prime. Then the normalized Laplacian spectrum of $\Gamma(\mathbb{Z}_n)$ is $\left\{ 0, \left(\frac{p-1}{p^2-2}\right)^{[p-2]} \right\}$.

Proof. Since $\Gamma(\mathbb{Z}_{p^2}) = \Gamma(A_p)$ is the complete graph $K_{p-1}$, the result follows.
Proposition 2.9. Let \( n = p^3 \). Then the normalized Laplacian spectrum of \( \Gamma(\mathbb{Z}_n) \) is
\[
\left\{ 0, 1^{[p^3-p^2-1]}, \left( \frac{p^3 - 1}{p^3 - 2} \right)^{[p^2-p]} \cdot \left( \frac{p^2 - 1}{p^2 - 2} \right)^{[p^2-p-1]}, \frac{2p^2 - p - 2}{p^2 - 2} \right\}.
\]

Proof. Since the proper divisors of \( n \) are \( p \) and \( p^2 \), so \( \Upsilon_n \) is \( K_2 : p \sim p^2 \). By Lemma 2.3
\[
\Gamma(\mathbb{Z}_{p^3}) = \Upsilon_{p^3} [\Gamma(A_p), \Gamma(A_{p^2})] = K_2 [\overline{K}_{\phi(p^2)}, \overline{K}_{\phi(p)}] = \overline{K}_{p(p-1)} \cup K_{p-1}.
\]
This implies that \( \Gamma(\mathbb{Z}_{p^3}) \) is a complete split graph of order \( p^2 - 1 \), having independent set of cardinality \( p(p-1) \) and clique of size \( p-1 \). By Theorem 2.4, we have \( \left( \frac{N_1}{r_1+N_1}, \frac{N_2}{r_2+N_2} \right) = \left( 1, \frac{p^2-p}{p^2-2} \right) \), and
\[
C_L(K_2) = \left( \begin{array}{cc} 1 & -\sqrt{\frac{p^2-p}{p^2-2}} \\ -\sqrt{\frac{p^2-p}{p^2-2}} & \frac{p^2-p}{p^2-2} \end{array} \right).
\]
Now, it is easy to see that the eigenvalues are 1 with multiplicity \( p^2 - p - 1 \), the eigenvalue \( \frac{p^2-1}{p^2-2} \) with multiplicity \( p - 2 \) and two more eigenvalues are given by matrix \( C_L(K_2) \) which can be computed as \( \{ 0, \frac{2p^2-p^2-2}{p^2-2} \} \).
\( \square \)

Proposition 2.10. If \( n = p^4 \), then the normalized Laplacian spectrum of \( \Gamma(\mathbb{Z}_n) \) is
\[
\left\{ 0, 1^{[p^4-p^3-1]}, \left( \frac{p^4 - 1}{p^4 - 2} \right)^{[p^3-p]} \cdot \left( \frac{p^3 - 1}{p^3 - 2} \right)^{[p^2-p-1]}, \frac{2p^3 - 6p^2 - 2p^2 + 6 \pm \sqrt{D}}{2(p^3 - 2p^2 - 2p^2 + 4)} \right\}.
\]
where \( D = 4p^{10} - 8p^9 - 7p^8 + 8p^7 + 24p^6 - 40p^4 - 8p^3 + 8p^2 + 4 \).

Proof. As proper divisors of \( n \) are \( p, p^2 \) and \( p^3 \), so \( \Upsilon_n \) is \( P_3 : p \sim p^3 \sim p^2 \). By Lemmas 2.1, 2.2 and 2.3, \( \Gamma(A_p) = \overline{K}_{\phi(p^3)} = \overline{K}_{p^2(p-1)}, \Gamma(A_{p^2}) = \overline{K}_{\phi(p^2)} = \overline{K}_{p(p-1)}, \) and \( \Gamma(A_{p^3}) = \overline{K}_{\phi(p)} = K_{p-1} \). Therefore
\[
\Gamma(\mathbb{Z}_{p^4}) = \Upsilon_{p^3} [\Gamma(A_p), \Gamma(A_{p^3}), \Gamma(A_{p^2})] = P_3[\overline{K}_{p^2(p-1)}, K_{p-1}, K_{p(p-1)}] = K_{p-1} \cup (\overline{K}_{p^2(p-1)} \cup K_{p(p-1)}).
\]
Thus, by Theorem 2.4, we have \( \left( \frac{N_1}{r_1+N_1}, \frac{N_2}{r_2+N_2}, \frac{N_3}{r_3+N_3} \right) = \left( 1, \frac{p^3-p}{p^3-2}, \frac{p^2-p}{p^2-2}, \frac{p-1}{p-2} \right) \), and
\[
C_L(P_3) = \left( \begin{array}{ccc} 1 & -\sqrt{\frac{p^3-p^2}{p^3-2}} & 0 \\ -\sqrt{\frac{p^3-p^2}{p^3-2}} & \frac{p^3-p^2}{p^3-2} & -\sqrt{\frac{(p-1)(p^2-p)}{p^3-2}(p^3-2)} \\ 0 & -\sqrt{\frac{(p-1)(p^2-p)}{p^3-2}(p^3-2)} & \frac{p-1}{p^2-2} \end{array} \right).
\]
This completes the proof. \( \square \)
As shown in [6], $\Gamma(Z_n)$ is Laplacian integral when $n = p^z$ for every prime $p$ and positive integer $z \geq 2$. The answer is negative for normalized Laplacian matrix. If $n = p^{2m}$, $m \geq 2$ or $n = p^{2m+1}$, $m \geq 1$, then by Propositions 2.8, 2.9 and 2.10, $\Gamma(Z_n)$ is not normalized Laplacian integral. However, by Lemma 2.6, if $n = pq$, where $p$ and $q$, $p < q$, are primes, then $\Gamma(Z_n)$ is normalized Laplacian integral.

**Proposition 2.11.** The zero divisor graph $\Gamma(Z_n)$ is normalized Laplacian integral if and only if $n$ is a product of two distinct primes.

3. **Bounds for $S^*_\beta(G)$**

Let $\Gamma(Z_n)$ be the zero divisor graph with normalized Laplacian eigenvalues $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n$. For $1 \leq k \leq n - 1$, let $M_k = \sum_{i=1}^{k} \lambda_i$, $m_k = \sum_{i=0}^{k} \lambda_{n-i}$, $\Delta = \prod_{i=1}^{n} d(v_i)$ and

$$P = 1 + \sqrt{\frac{2}{n(n-1)} \sum_{v_i \sim v_j} \frac{1}{d(v_i)d(v_j)}}.$$

We recall Schur’s theorem stating that the spectrum of any positive definite symmetric matrix majorizes its main diagonal, so $M_k \geq \sum_{i=1}^{k} 1 = k$, for $1 \leq k \leq n - 2$. This can be further improved as

$$M_k \geq \frac{k}{k} = \frac{k}{k} \geq \frac{N-1}{N-1-k} = \frac{N-M_k}{N-1-k},$$

which after simplification gives

$$M_k \geq \frac{Nk}{N-1}. \quad (3)$$

We can easily verify that equality occurs if and only if $n = p^2$, where $p$ is prime. If $\Gamma(Z_n)$ is a bipartite graph, then as above, we have $M_k \geq k + 1$ with equality if $n$ is the product of two distinct primes.

We need the following lemma to obtain an upper bound for $M_k$.

**Lemma 3.1.** [8] Let $G$ be a graph of order $n > 2$. Then
1. $\lambda_1 = \lambda_2 = \cdots = \lambda_{n-1}$ if and only if $G \cong K_n$.
2. $\lambda_1 = 2$ and $\lambda_2 = \lambda_3 = \cdots = \lambda_{n-1}$ if and only if $G \cong K_{a,b}$.

**Lemma 3.2.** Let $\Gamma(Z_n)$ be a zero divisor graph of order $N$. Then

$$M_k \leq \frac{Nk + \sqrt{k(N - 1 - k)[2(N - 1)R_{-1} - N]}}{N - 1} \quad (4)$$

with equality if and only if $n = p^2$, where $p$ is prime.
Proof. Using Cauchy-Schwartz’s inequality, we have
\[(N - M_k)^2 = \left( \sum_{i=k+1}^{N-1} \lambda_i \right)^2 \leq (N - 1 - k) \left( \sum_{i=k+1}^{N-1} \lambda_i^2 \right)\]
\[= (N - 1 - k) \left( N + 2R_{-1} - \sum_{i=1}^{k} \lambda_i^2 \right) \]
\[\leq (N - 1 - k) \left( N + 2R_{-1} - \frac{M_k^2}{k} \right).\]

After making simplifications, we obtain
\[\frac{N - 1}{K} M_k^2 - 2NM_k + N(k + 1) - 2(N - 1 - k)R_{-1} \leq 0.\]

Thus, (4) follows.
Assume that equality occurs in (4). Then all the above inequalities must be equalities. So \(\lambda_1 = \lambda_2 = \cdots = \lambda_k\) and \(\lambda_{k+1} = \lambda_{k+2} = \cdots = \lambda_n\), that is, \(\Gamma(Z_n)\) has exactly two distinct normalized Laplacian eigenvalues. So, by (1) of Lemma 3.1, \(n = p^2\). Similarly it is easy to check the equality other way round.

Proceeding as in above lemma, we have the following observation.

Lemma 3.3. Let \(\Gamma(Z_n)\) be a zero divisor graph of order \(N\). Then
\[m_k \geq \frac{Nk + \sqrt{k(N - 1 - k)[2(N - 1)R_{-1} - N]} - \sqrt{k(N - 1 - k)[2(N - 1)R_{-1} - N]}}{N}\]
with equality if and only if \(n = p^2\), where \(p\) is prime.

Letting \(k = 1\) in Lemmas 3.2 and 3.3 and noting that \(M_1 = \lambda_1\) and \(m_1 = \lambda_{N-1}\), we obtain the upper bound for spectral radius and the lower bound for the smallest non-zero eigenvalue of \(\Gamma(Z_n)\). If \(\Gamma(Z_n)\) is bipartite, then proceeding as in Lemma 3.2 and using Lemma 3.1, we have the following result.

Lemma 3.4. Let \(\Gamma(Z_n)\) be a bipartite zero divisor graph of order \(N\). Then, for \(1 \leq k \leq N - 2\),
\[M_k \leq k + 1 + \frac{\sqrt{2(k - 1)(N - 1 - k)(N - 2)(R_{-1} - 1)}}{N - 2}\]
with equality if and only if \(n = pq\), where \(p\) and \(q\) are primes.

The following lemmas will be used in the sequel.

Lemma 3.5. [8] Let \(G\) be a graph of order \(n\) and size \(m\). Then the number of spanning trees \(T\) of \(G\) are given by
\[T = \Delta \frac{\prod_{i=1}^{n-1} \lambda_i}{M}.\]
Lemma 3.6. [10] Let \( G \) be a graph with \( n \) vertices and normalized Laplacian eigenvalues \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n = 0 \). Then

\[
\lambda_1 \geq P = \frac{n}{n - 1}
\]

with equality if and only if \( G \) is a complete graph.

The following result gives a lower bound for \( S_\beta^* \).

Theorem 3.7. Let \( \Gamma(\mathbb{Z}_n) \) be a zero divisor graph of order \( N > 2 \), size \( M \) and spanning trees \( T \). Then

\[
S_\beta^* \geq P^\beta + (N - 2) \left( \frac{2MT}{\Delta P} \right)^{\frac{N}{N - 2}},
\]

equality occurs if and only if \( n = p^2 \), where \( p \) is prime.

Proof. By applying the arithmetic-geometric mean inequality, we obtain

\[
S_\beta^*(G) = \lambda_1^\beta + \sum_{i=2}^{N-1} \lambda_i^\beta \geq \lambda_1^\beta + (N - 2) \left( \prod_{i=2}^{N-1} \lambda_i \right)^{\frac{1}{N-2}},
\]

with equality if and only if \( \lambda_2 = \lambda_3 = \cdots = \lambda_{N-1} \). Let \( f(x) = x^\beta + (N - 2) \left( \frac{2MT}{\Delta x} \right)^{\frac{\beta}{N-2}} \). We can easily see that \( f(x) \) is increasing for \( x \geq \left( \frac{2MT}{\Delta} \right)^{\frac{1}{N-2}} \) where \( \beta > 0 \) or \( \beta < 0 \). By Lemma 3.6 and arithmetic-geometric mean inequality, we have

\[
\lambda_1 \geq P = \frac{N}{N - 1} = \frac{1}{N - 1} \geq \left( \prod_{i=1}^{N-1} \lambda_i \right)^{1/(N-1)} = \left( \frac{2MT}{\Delta} \right)^{\frac{1}{N-1}}.
\]

Thus \( S_\beta^*(G) \geq f(P) \) and the result follows.

Equality holds if and only if \( \lambda_1 = P \) and \( \lambda_2 = \lambda_3 = \cdots = \lambda_{N-1} \), by Lemma 3.1, \( n = p^2 \), where \( p \) is prime.

The next result is an immediate consequence of Theorem 3.7.

Corollary 3.8. Let \( \Gamma(\mathbb{Z}_n) \) be a zero divisor graph with \( N \geq 3 \), \( M \) edges and \( T \) spanning trees. Then

\[
Kf^*(\Gamma(\mathbb{Z}_n)) \geq \frac{2M}{P} + 2(N - 2)M \left( \frac{\Delta P}{2MT} \right)^{\frac{1}{N-2}},
\]

with equality if and only if \( n = p^2 \), where \( p \) is prime.
Theorem 3.9. Let $\Gamma(\mathbb{Z}_n)$ be a connected graph of order $N > 2$.

(i) If $\beta < 0$ or $\beta > 1$, then

$$S^*_{\beta}(\Gamma(\mathbb{Z}_n)) \geq P^\beta + \frac{(N - P)^\beta}{(n - 2)^{\beta - 1}},$$

with equality if and only if $n$ is prime power.

(ii) If $0 < \beta < 1$, then

$$S^*_{\beta}(\Gamma(\mathbb{Z}_n)) \leq P^\beta + \frac{(N - P)^\beta}{(n - 2)^{\beta - 1}},$$

with equality if and only if $n$ is prime power.

Proof. For $\beta \neq 0, 1$ and $x > 0$, we can see that $x^\beta$ is concave up when $\beta < 0$ or $\beta > 1$. Thus, by Jensen’s inequality, we have

$$\left(\sum_{i=2}^{N-1} \frac{1}{N-2} \lambda_i\right)^\beta \leq \sum_{i=2}^{N-1} \frac{1}{N-2} \lambda_i^\beta,$$

which implies

$$\sum_{i=2}^{N-1} \lambda_i^\beta \geq \frac{1}{(N-2)^{\beta - 1}} \left(\sum_{i=2}^{N-1} \lambda_i\right)^\beta,$$

with equality if and only if $\lambda_2 = \lambda_3 = \cdots = \lambda_{N-1}$. Now, using this information in the definition of $S^*_{\beta}(G)$, we have

$$S^*_{\beta}(\Gamma(\mathbb{Z}_n)) \geq \lambda_1^\beta + \frac{1}{(N-2)^{\beta}} \left(\sum_{i=2}^{N-1} \lambda_i\right)^\beta = \lambda_1^\beta + \frac{(N - \lambda_1)^\beta}{(N - 2)^{\beta - 1}}.$$

Let $f(x) = x^\beta + \frac{(N - x)^\beta}{(N - 2)^{\beta - 1}}$. By solving $f'(x) \geq 0$, we see that $f(x)$ is increasing for $x \geq \frac{N}{N - 1}$.

By Lemma 3.6, $\lambda_1 \geq P \geq \frac{N}{N - 1}$ and thus $S^*_{\beta}(\Gamma(\mathbb{Z}_n)) \geq f(P) = P^\beta + \frac{(N - P)^\beta}{(n - 2)^{\beta - 1}}$ with equality if and only if $\lambda_2 = \lambda_3 = \cdots = \lambda_{N-1}$ and $\lambda_1 = P$. Therefore, by Lemma 3.1, $\Gamma(\mathbb{Z}_n)$ is a complete graph with $n = p^2$.

(ii) Assume that $0 < \beta < 1$. Then we note that $x^\beta$ is concave down when $x > 0$ or $0 < \beta < 1$. So,

$$\left(\sum_{i=2}^{N-1} \frac{1}{N-2} \lambda_i\right)^\beta \geq \sum_{i=2}^{N-1} \frac{1}{N-2} \lambda_i^\beta,$$

with equality if and only if $\lambda_2 = \lambda_3 = \cdots = \lambda_n$ and $f(x)$ is decreasing for $x \geq \frac{N}{N - 1}$. Now proceeding as in part (i) we obtain the required result. \[\square\]
From Theorem 3.9 (i), we have the following observation.

**Corollary 3.10.** Let $\Gamma(\mathbb{Z}_n)$ be a connected graph of order $N > 2$. Then

$$Kf^*(\Gamma(\mathbb{Z}_n)) \geq \frac{2M}{P} + \frac{2(N-2)^2M}{(n-P)},$$

with equality if and only if $n$ is prime power.

**Theorem 3.11.** Let $\Gamma(\mathbb{Z}_n)$ be a zero divisor graph of order $N \geq 2$ and $1 \leq k \leq N-2$ be a positive integer.

(i) If $0 < \beta < 1$, then

$$S_\beta^*(\Gamma(\mathbb{Z}_n)) \leq k^{1-\beta} \left( \frac{Nk}{N-1} \right)^{\beta} + (N-1-k) \left( \frac{N}{N-1} \right)^{\beta},$$

with equality if and only if $n = p^2$.

(ii) If $\beta > 1$, then

$$S_\beta^*(\Gamma(\mathbb{Z}_n)) \geq k^{1-\beta} \left( \frac{Nk}{N-1} \right)^{\beta} + (N-1-k) \left( \frac{N}{N-1} \right)^{\beta},$$

with equality if and only if $n = p^2$.

(iii) If $\beta < 0$, then

$$S_\beta^*(\Gamma(\mathbb{Z}_n)) \leq k^{1-\beta} \left( \frac{Nk + \sqrt{\theta}}{N-1} \right)^{\beta} + (N-1-k)^{1-\beta} \left( \frac{N(N-1-k) - \sqrt{\theta}}{N-1} \right)^{\beta},$$

where $\theta = k(N-1-k)(2(N-1)R_{-1} - 2)$. Equality is attained if and only if $n = p^2$.

**Proof.** By power mean inequality with $0 < \beta < 1$, we have

$$\left( \frac{\sum_{i=1}^{k} \lambda_i^\beta}{k} \right)^{1/\beta} \leq \frac{M_k}{\sum_{i=1}^{k} \lambda_i^\beta},$$

that is, $\sum_{i=1}^{k} \lambda_i^\beta \leq k^{1-\beta} M_k^\beta$ with equality if and only if $\lambda_1 = \lambda_2 = \cdots = \lambda_k$.

Similarly, $\sum_{i=k+1}^{N-1} \lambda_i^\beta \leq (N-1-k)^{1-\beta}(N-M_k)^\beta$, with equality if and only if $\lambda_{k+1} = \lambda_{k+2} = \cdots = \lambda_{N-1}$.

Thus,

$$S_\beta^*(\Gamma(\mathbb{Z}_n)) = \sum_{i=1}^{k} \lambda_i^\beta + \sum_{i=k+1}^{N-1} \lambda_i^\beta \leq k^{1-\beta} M_k^\beta + (N-1-k)^{1-\beta}(N-M_k)^\beta.$$
Consider the function
\[ f(x) = k^{1-\beta}x^\beta + (N - 1 - k)^{1-\beta}(N - x)^\beta, \quad x \geq \frac{Nk}{N - 1}. \]
We see that \( f(x) \) is a decreasing function for \( x \geq \frac{Nk}{N - 1} \) provided \( 0 < \beta < 1 \). Therefore, by equation (3), \( M_k \geq \frac{Nk}{N - 1} \), and we have
\[ S^*_\beta(\Gamma(\mathbb{Z}_n)) = f(M_k) \leq f \left( \frac{Nk}{N - 1} \right) = k^{1-\beta} \left( \frac{Nk}{N - 1} \right)^\beta + (N - 1 - k) \left( \frac{N}{N - 1} \right)^\beta. \]
Assume that equality holds, then all the above inequalities must be equalities. That is, \( \lambda_1 = \lambda_2 = \cdots = \lambda_k \) and \( \lambda_{k+1} = \lambda_{k+2} = \cdots = \lambda_{N-1} \) and \( M_k = \frac{Nk}{N - 1} \). From this, we have \( \lambda_1 = \lambda_2 = \cdots = \lambda_n = \frac{N}{N - 1} \), which by Lemma 3.1, happens only if \( n = p^2 \).
Conversely, we can easily verify that equality occurs if \( n = p^2 \).
(ii) For \( \beta > 1 \), using power mean inequality as in part (i), we obtain
\[ S^*_\beta(\Gamma(\mathbb{Z}_n)) \geq k^{1-\beta}M_k^\beta + (N - 1 - k)^{1-\beta}(N - M_k)^\beta. \]
Also, \( f(x) = k^{1-\beta}x^\beta + (N - 1 - k)^{1-\beta}(N - x)^\beta, \quad x \geq \frac{Nk}{N - 1} \) is an increasing function on \( x \geq \frac{Nk}{N - 1} \) for \( \beta > 1 \). Now proceeding as in (i) we get (ii). Also, equality can be discussed similarly as in (i).
(iii) We note that \( F(x) = k^{1-\beta}x^\beta + (N - 1 - k)^{1-\beta}(N - x)^\beta, \quad x \geq \frac{Nk}{N - 1} \) is an increasing function on \( x \geq \frac{Nk}{N - 1} \) as \( \beta < 0 \). From equation (3) and Lemma 3.2, we have
\[ \frac{Nk}{N - 1} \leq x \leq \frac{Nk + \sqrt{\theta}}{N - 1}, \]
where \( \theta = k(N - 1 - k)(2(N - 1)R_{-1} - 2) \). Hence
\[ S^*_\beta(\Gamma(\mathbb{Z}_n)) \leq f \left( \frac{Nk + \sqrt{\theta}}{N - 1} \right), \]
and inequality follows. Equality can be easily checked by Lemma 3.2.
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